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State-consistent physics guidance for Diffusion
Models: a joint parameter covariance-based approach
to inverse problems

Type of offer :
Ph.D.

Location

Mathematical & Numerical Modelling Laboratory | ONERA

Applied Mathematics & Statistics Department Département d’Aérodynamique Aéroélasticité
Conservatoire Nationale Arts et Métiers Acoustique
2 rue Conté

Meudon

75003, Paris

Context :
The integration of generative priors into scientific machine learning has enabled the solution of ill-posed
inverse problems with unprecedented fidelity. Diffusion models, in particular, have emerged as a powerful
tool for reconstructing physical fields from sparse observations. Despite their success, current state-of-
the-art methods often rely on heuristic modifications to the sampling process rather than rigorous
probabilistic derivations. DiffusionPDE [3] introduces a PDE-residual term into the diffusion sampler but
treats it as an auxiliary loss function weighted by a scalar hyperparameter. This formulation lacks a clear
statistical interpretation of the physical uncertainty and assumes isotropic confidence in the physics across
the entire domain.

More recently, PIDDM [5] critiques standard guidance methods for suffering from “Jensen’s Gap”, the

discrepancy between the physical residual of the expected state versus the expected residual of the state.

While they propose a distillation-based solution, their approach requires training task-specific student

networks, sacrificing the flexibility of the generative prior. We propose a principled Bayesian formulation

that addresses these limitations without requiring retraining or distillation.

The key contributions of this project will be:

1. Rigorous Joint Posterior: we define the physics term not as a loss, but as a likelihood function
derived from a virtual observation of the PDE residual.

2. Structured Physics Covariance: we move beyond scalar weighting by introducing a spatially
adaptive covariance matrix. This allows the model to ’trust” the physics less in regions of high
numerical error (e.g., shocks).

3. Implicit Parameter Estimation: we derive a gradient-based update for physical parameters that
backpropagates through the denoising network’s Jacobian. This “Implicit Gradient” ensures that
parameter updates are consistent with the learned data manifold.

4. Dynamic Physics Gating: we introduce an adaptive computation strategy that monitors the signal-to-
noise ratio of the physical residual. By disabling expensive gradient corrections during high-noise
regimes or when the prior is sufficient, we significantly reduce inference cost without sacrificing
accuracy.

This thesis is part of the PostGenAl@Paris cluster program hosted by SCAI (Sorbonne University), and
funded by ANR: https://www.sorbonne-universite.fr/actualites/le-cluster-postgenaiparis-projet-porte-par-
sorbonne-universite-obtient-35-millions

Scientific partners: CNAM & ONERA
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Profile :
The candidate should have a MSc degree or equivalent (engineering diploma) in mechanics, computer
science or applied mathematics, with experience in scientific machine learning.

Skills :
Programming experience and expertise in data-driven techniques will be considered very positively.

Duration and start date :
The position is offered for the duration of 36 months, from October 1st, 2026 to September 30th, 2029.
Deadline for applications: 01/05/2026

Required documents :
The applicant should include a CV, and a motivation letter.

Contacts :
Taraneh Sayadi - taranch.sayadi@lecnam.net

Samir Beneddine - samir.beneddine@onera.fr

Denis Sipp - denis.sipp@onera.fr
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